
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=gcmb20

Computer Methods in Biomechanics and Biomedical
Engineering

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/gcmb20

EBi-LSTM: an enhanced bi-directional LSTM
for time-series data classification by heuristic
development of optimal feature integration in
brain computer interface

Mala Saraswat & Anil Kumar Dubey

To cite this article: Mala Saraswat & Anil Kumar Dubey (2023): EBi-LSTM: an enhanced bi-
directional LSTM for time-series data classification by heuristic development of optimal feature
integration in brain computer interface, Computer Methods in Biomechanics and Biomedical
Engineering, DOI: 10.1080/10255842.2023.2187662

To link to this article:  https://doi.org/10.1080/10255842.2023.2187662

Published online: 23 Mar 2023.

Submit your article to this journal 

Article views: 54

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=gcmb20
https://www.tandfonline.com/loi/gcmb20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/10255842.2023.2187662
https://doi.org/10.1080/10255842.2023.2187662
https://www.tandfonline.com/action/authorSubmission?journalCode=gcmb20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=gcmb20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/10255842.2023.2187662
https://www.tandfonline.com/doi/mlt/10.1080/10255842.2023.2187662
http://crossmark.crossref.org/dialog/?doi=10.1080/10255842.2023.2187662&domain=pdf&date_stamp=2023-03-23
http://crossmark.crossref.org/dialog/?doi=10.1080/10255842.2023.2187662&domain=pdf&date_stamp=2023-03-23


EBi-LSTM: an enhanced bi-directional LSTM for time-series data classification
by heuristic development of optimal feature integration in brain computer
interface

Mala Saraswata and Anil Kumar Dubeyb

aAssistant Professor, School of Computing Science and Engineering, Bennett University, Noida, India; bAssociate Professor, CSE
Department, ABES Engineering College Ghaziabad, Ghaziabad, India

ABSTRACT
Generally, time series data is referred to as the sequential representation of data that observes
from different applications. Therefore, such expertise can use Electroencephalography (EEG) sig-
nals to fetch data regarding brain neural activities in brain–computer interface (BCI) systems.
Due to massive and myriads data, the signals are appealed in a non-stationary format that ends
with a poor quality resolution. To overcome this existing issue, a new framework of enhanced
deep learning methods is proposed. The source signals are collected and undergo feature
extraction in four ways. Hence, the features are concatenated to enhance the performance.
Subsequently, the concatenated features are given to probability ratio-based Reptile Search
Algorithm (PR-RSA) to select the optimal features. Finally, the classification is conducted using
Enhanced Bi-directional Long Short-Term Memory (EBi-LSTM), where the hyperparameters are
optimized by PR-RSA. Throughout the result analysis, it is confirmed that the offered model
obtains elevated classification accuracy, and thus tends to increase the performance.
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1. Introduction

With the tremendous growth of information technol-
ogy, the prevalence of sensors has been less affordable
over the recent few years. The massive amount of
large-scale dimensional time series data is to be gath-
ered from various fields like finance, bioinformatics,
etc. (Yeomans et al. 2019). While considering the
broadcast range of practical implications, multivariate
time series is needed to be classified perfectly as well
as appropriately. Nowadays, it is used in the health-
care industries and activity recognition process.
Furthermore, the users (Chambon et al. 2018) can
easily interpret the computer devices or system,
termed a brain–machine interface. Here, the machine
eases to forecast the prime objectives of the cognitive
state of human brain activities that assist by taking
the EEG signals. It is also named BCI (Abenna et al.
2022), where it employs Artificial Intelligence (AI)-
aided techniques that are used to harness the brain
signals to achieve instrumental gadgets like wheel-
chairs, speller programs, virtual games, and some
other assistive devices (Altaheri et al. 2021).
Additionally, the Hilbert transform is mainly used to

represent the temporal traits of the EEG signal that
helps to maintain the energy level of the brain state.
Though it performs beneficially, novel temporal rep-
resentation is taken for the EEG signal, where it is
intact with temporal features (Wang et al. 2020).

With the advancement technique, the BCI con-
structs with standard methodologies to make a connec-
tion establishment between computer devices and the
human brain (Radman et al. 2021). The signal com-
mands are to be decoded by the task-based neural
activities in BCI based on EEG signal records. Thus, the
BCI is more reliable for physically impaired people to
easily communicate with the devices and external fac-
tors (Amin et al. 2019). Among the EEG signals, Motor
imagery (MI) is an essential role in MI-based schemes.
The MI information of EEG signals are portraying the
image motion of the human body parts, but it is not
physically moving (Roy 2022). The MI-assisted BCI
techniques are implemented that consider the imagin-
ary movement of feet and hands of every person
(Guger et al. 2000). For the past few years, machine
learning algorithms are immensely entailed to recog-
nize the oscillatory activity of brain signals (Lv et al.
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2021). The health data is taken from each individual
that contains subject variations and physical con-
straints. It leads to giving an open platform for further
improvement in terms of increasing the efficiency
(Mini et al. 2021) of the system. Hence, the AI-assisted
Deep Neural Networks (DNNs) are examined to deter-
mine the healthcare data in BCI models (Nakra and
Duhan 2022).

Deep learning is an extended version of machine
learning approaches, which are used for implementing
Natural Language Processing (NLP) and computer
device implications. The main drawback of using EEG
signal possesses insufficient data samples for recogniz-
ing the activities by the computer system as well as
NLP. In general, the recognition is processed with
two significant steps feature extraction and classifica-
tion (Coyle et al. 2005; Dose et al. 2018). For feature
extraction, the Common Spatial Pattern (CSP) is clas-
sically utilized to retrieve the informative features
(Huang et al. 2022). Subsequently, the development of
time series data classification model is critical and
challenges one to make a response for MI. Some
experts have used the Support Vector Machine (SVM)
(Tyagi and Nehra 2016) for EEG signal classification
in MI tasks. Rather than other approaches, a deep
Convolutional Neural Network (CNN) is framed with
210 EEG source data along with cortical regions of
primary motor and premotor. Due to the admittance
of the convolution network, it renders a promising
performance for classifying (Chacon-Murguia and
Rivas-Posada 2022) the time series data. Thus, the
novel approach is inferring the concept of architec-
tural representation, usage of activation functions,
regularization, and optimization processes.

The major aspects of the study are depicted here.

� To implement the latest framework for time series
data classification in BCI using an improved heur-
istic approach and enhanced deep learning tech-
nique for delivering better analysis of the brain
neural activities.

� To perform the ensemble feature extraction by uti-
lizing four various models. The four distinct fea-
ture set is acquired via temporal features, RBM
features, CNN features, and autoencoder features.
Finally, these features are merged to increase the
accuracy value.

� To fetch the optimal features from the resultant
fused feature set using a novel PR-RSA method.
The selection of optimal features reduces the false
rate and dimensional issue and thereby enhancing
the classification performance.

� To frame the novel EBi-LSTM for classification
purposes. The constraints like several suitable hid-
den neuron counts and epochs are optimally
attained with the help of the proposed PR-RSA for
improving the efficacy of the model.

� To analyze the simulation results using different
measures. The statistical and comparative analysis
is done for the proposed model over classical
heuristic and deep structured architectures.

The residual modules of the work are described
below. Section 2 provides an investigation of conven-
tional approaches. The description of dataset collec-
tion and general information on BCI is given in
Section 3. Section 4 illustrates the optimal feature
selection using the novel heuristic algorithm in BCI.
The demonstration of a novel deep learning approach
is provided in Section 5. The result visualization is
given in Section 6. In the end, the paperwork is con-
cluded in Section 7.

2. Existing works

2.1. Related works

Sakhavi et al. (2018) have implemented a CNN archi-
tecture-aided classification method for MI-related
data. It was accomplished by proposing the latest
temporal presentation of data. For classification, it
has also employed the CNN approach. Hence, a sig-
nificant representation was created by altering the fil-
ter bank relied on spatial features of data. Hence, the
given task has achieved better-classified outcomes that
were to be enhanced by up to 7%. It has also exhib-
ited the temporal traits of signal that has delivered
accurate value.

Vega et al. (2022) have explored the Temporal
Convolutional Networks (TCNs) using EEG signals.
The novel method was constructed with Long Short-
Term Memory (LSTM), which was associated with
Fuzzy Neural Block (FNB). In FNB, the fuzzy compo-
nents were helpful to resist noisy data. Three various
architectural representations were utilized to build the
BCI. The outcomes of the suggested EEG-TCFNet
model have exploited the classification rate as 98.6%
concerning the dependent and independent nature of
subject strategy, correspondingly. The FNB was used
in all three diverse architectures. Therefore, the out-
comes have ensured that the improved method has
provided an efficient performance.

Ieracitano et al. (2021) have considered the cortical
signal representation of EEG for data classification. It
has also been used for performing the inverse issue
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via beamforming. The two ways of classification were
conducted through deep CNN, where it has com-
posed of ‘pre-Hand Close (HC) versus Resting State
(RE) and pre-Hand Open (HO) versus RE’. Hence,
the simulated results have demonstrated that the
improved approach has acquired the appropriate
value to do better classification.

Jin et al. (2020) have deployed the Extreme
Learning Machine (ELM) for data classification using
MI-based EEG recordings. To resolve the existing
challenges and enhance the performance, it has also
proposed the Sparse Bayesian ELM (SBELM). The
beneficial traits of ELM were superimposed with a
sparse Bayesian approach. It was used to resolve the
complexities and evade the irrelevant hidden neuron
counts. The improvements in the method were esti-
mated with publicly available data sources. Thus, the
suggested method has acquired the desired value for
data classification in BCI systems.

Maweu et al. (2021) have explored the Guided
Evolutionary Synthesizer (GES) for time series data
classification. The proposed work has influenced the
genetic algorithm to perform the data classification
process. Other conventional learnings and network
models were taken to validate the efficiency of the
suggested method. Further, the empirical value was
obtained by considering the eight different experi-
mental databases. Here, one of the methods a
Residual Network (ResNet) was used. The two differ-
ent kinds of recordings were collected as EEG and
electrocardiogram (ECG). Further, the GES model
was trained with synthetic data along with perturbed
data. Finally, the performance was estimated and
tested with other classical techniques. Thus, the out-
comes have illustrated that it has achieved better clas-
sification performance.

Sharma et al. (2022) have influenced the multi-lay-
ered perceptron (MLP) approach for time series data
classification in BCI devices. During the process of
MI tasks, SVM was used to lessen the training time.
Once the implementation was to be done, a higher
classification rate of 90% was obtained. To further
increase the results, optimization was used to reach
the impressive value. Finally, the given designed
method has ensured better data classification
performance.

Zheng et al. (2016) have implemented the ‘Multi-
Channels Deep Convolutional Neural Networks (MC-
DCNN)’ for multivariate time series data classifica-
tion. Initially, this technique has learned the features
of univariate series data of every channel. At the final
stage, it has combined altogether to do the

multivariate classification. Further, the relevant fea-
tures were fed as input to the MLP for data classifica-
tion. Lastly, the empirical outcomes were executed
and their results were analyzed. Thus, the outstanding
value was yielded to satisfy the classification of multi-
variate time series.

Amin et al. (2019) have recommended the various
layers of the CNN model. It has also considered the
multiple-level features that were integrated. The
employed CNN method has extracted the spectral as
well as temporal attributes of raw data of EEG record-
ings. Finally, the validation was implemented, and its
outcomes were validated. Thus, the effective results
were aided to maximize the classification accuracy for
time series data.

Jin et al. (2021) have implemented the latest time
filter by promoting the temporally local weighting
into the fitness function of the Task-Related
Component Analysis (TRCA)-aided approach with
the singular value decomposition. It has been utilized
to perform a robust similarity metric to enhance rec-
ognition capability. At last, the empirical outcomes of
the recommended method have demonstrated its
effective performance.

Jin et al. (2021) have developed a fusion algorithm
according to the Dempster–Shafer theory, with a con-
sideration of the issuing of attributes. The author has
used two types of competition data sets, where first
validate the efficiency of the enhanced fitness func-
tions regarding categorization embeddability, feature
distribution, and accuracy. Finally, the comparison
has been taken with other feature selection
approaches which were executed in both computa-
tional time and accuracy.

Li et al. (2018) explored the special effects of
audiovisual inputs in an experimented cocktail party.
Here, auditory-only stimuli (voices) and visual-only
(faces) were constructed by acquiring the auditory
and visual aspects from the synthesized audiovisual
stimulation. The neural presentations of the emotion
attributes were assessed by computing and decoding
accuracy rate and brain pattern-based reversibility
index according to the fMRI data.

2.2. Research gaps and challenges

The temporal or time series data are calculated from
human beings, which has the limitation of subject dif-
ference as well as physical constraints. Due to this, it
has difficult to find a unique data generation model
effectively and efficiently. Thus, EEG is commonly
used in BCI to resolve the issue, which has the main
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aspect of the high temporal solution, ease to use, and
accurate monitoring. Numerous studies are discussed
in Table 1 about existing works of time series data
classification in BCI. CNN (Sakhavi et al. 2018) pro-
vides higher results rather than the existing method
and it has less time consumption. However, it does
not consider the issue of a small number of samples.
Also, it causes overfitting. CNN and Fuzzy Neural
Networks (Vega et al. 2022) acquire high decoding
accuracy. Moreover, due to the fixed size of the input,
it does not outperform the better results. CNN and
deep learning (Ieracitano et al. 2021) attain better
classification results. Due to the larger number of
electrodes, it leads to an inverse problem solution,
and it has the limitation of using EEG epochs. ELM
and SVM (Jin et al. 2020) obtain more generalization
capacity and improve performance. But the limitation
of this research is that it utilizes only a single band
frequency, and it lacks to examine the different types
of sparse prior distributions. DNNs and GES (Maweu
et al. 2021) provide better performance with synthetic
data and enhanced the better classification rate. Due
to the imperfection of samples, overfitting occurs.
SVM and machine learning (Sharma et al. 2022)
acquire better classification results. However, it can-
not be used for real-time applications. K-NN classifi-
cation (Zheng et al. 2016) obtains better feature
representation of time series data. But, it needs more
time-consuming and it does not give the solution
since it has constant parameters. CNN and multilevel
feature extraction (Amin et al. 2019) achieves higher
sensitivity and better accuracy value. Due to the
multilevel feature, it enhances classification accuracy.
But, it only processes with a less quantity of datasets.
The researchers found that it mitigates the perform-
ance by some artifacts, less spatial resolution, and
invariable data.

To facilitate this issue, it is needed to develop a
new method to classify the temporal data for BCI
using deep learning techniques. The latest PR-RSA-
EBi-LSTM method is promoted in this work for opti-
mizing the constraints of deep learning algorithms. It
is utilized to resolve overfitting issues and also it is
feasible for larger datasets. The developments of the
given offered method are helpful for real-time appli-
cations such as clinical and medical applications. The
simulation result of the offered time-series data classi-
fication model proved that it attains elevated precision
and accuracy rate and also it resolves the cross-valid-
ation issues. The validation of statistical evaluation on
the offered method reveals that it is statistically
significant. Ta
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3. Time series data classification in the brain–
computer interface: data collection procedure

3.1. Brain–computer interface data

The natural paradigm behavior of BCI is to receive
the signals of the human brain, which are converted
into understandable commands for machines. Over
the past few years, the BCI becomes the hotspot
area in research and development. While taking into
consideration of brain activities, the EEG signal is
intensely involved with the interaction process. The
development of BCI entails various steps such as sig-
nal acquisition, feature identification, and finally
classification. Traditionally, BCI is differentiated into
three major types ‘Invasive BCIs, Partially invasive
BCIs, and Non-invasive BCIs’. Most of the imple-
mented model is focussed on the EEG signal-based
data. This kind of signal is mainly used in classifica-
tion to forecast the human behavior of data. With
the non-invasive nature of the signal, it helps to
detect the various features of signals emitted from
the human brain. Other than EEG, the research
works use Electrocorticography (ECoG) signals,
Electromyography (EMG) signals, and so on.

Merits of using BCI data:

� These devices can assist in the medical industry
while diagnosing patients that retrieve brain activ-
ities concerning neurological disorders.

� It is widely used and applicable in a rehabilitation
center, where physically or mentally impaired peo-
ple can easily communicate with other individuals

� Due to this interface, the message or activities are
appropriately conveyed to the corresponding
scholars or medical specialists.

� It is also helpful for monitoring the patients by the
devices in an adhesive manner, where the informa-
tion can be fetched.

� It can also provide an excellent cognitive state of
the individuals through the feedback response
from the system.

Figure 1 illustrates the general representation of
BCI systems.

3.2. Experimented dataset description

The input signals are fetched from the given link as
‘https://www.kaggle.com/competitions/neuroml2020eeg/
data: Access Date: 2022-10-06’. It is named ‘Brain or
Neural Computer Interaction (BNCI): Horizon 2020’.
The natural paradigm in BCI is to receive the signals
of the human brain, which are converted into under-
standable commands for machines. It is a freely access-
ible data source, which is comprised of 29 different
classes. Every class consists of participants and signals
that are in form of EEG, EOG, fNRIS, EMG, etc. This
database entails most of the signal recordings as EEG.

Figure 1. General flow diagram of BCI systems.
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Thus, the collected signals for our proposed system are
indicated by Ez, where z ¼ 1, 2, 3, :::,Z, in turn, Z
denotes the total gathered signals.

3.3. Proposed time series data classification in BCI

Since the 21st era, the BCI is an essential and signifi-
cant process in research and development areas of its
extensive growth. In general, BCI is defined as the com-
munication establishment between the human brain
and computer devices. It is not required to depend on
the neuro-muscular activities of human individuals as
it leads to many beneficial traits to design a BCI.
Hence, it is emerging as an intense idea of communica-
tion in a virtual perception of devices or machines. Yet,
to implement an effective model, such techniques have
the constraints of achieving more robustness and
accuracy. Here, the time series manner of data or sig-
nals is important to deploy the method. Therefore, sev-
eral scholars have focused on the classification of time
series data in BCI systems (Ambati and El-Gayar 2021).
The two most concerns are feature classification and
extraction procedure. In all the deployed methods, after
the data acquisition is done, the finding of noteworthy
features is a challenging factor. As some methods have
resolved the dimensional problem in features, it still
exists with performance degradation of non-optimal
results. Furthermore, the data is represented in a non-
stationary format; it keeps on varying to extract the fea-
tures. Thus, this kind of fluctuation causes an impact

on its efficiency. Also, it becomes critical to train the
features in certain classifiers. Thus, the training proced-
ure is another challenging issue. Similarly, classification
plays a pivotal role in BCI data classification. Years ago,
expert systems are utilized to do the classification job.
Those models still open the room for further improve-
ment as it needs more handing out time and such com-
plexities. To combat these challenging issues, various
deep learning models are employed. Though all of the
techniques have provided a promising outcome, it sub-
sists some limitations. Since the time sequential data
collection, the overfitting issue leads to mitigating the
robustness of the system and also has less generaliza-
tion capability. This problem confines the real-time
implication of BCI. The solution to overcome this issue,
is a novel heuristic-aided deep learning method is
offered for time series data classification that is illus-
trated in Figure 2.

The recommended methodology constitutes various
stages as (i) Signal collection, (ii) Feature extraction,
(iii) Feature concatenation, (iv) Optimal feature selec-
tion, and (v) Classification. Firstly, the necessary raw
signals are to be taken from the standard datasets.
Once the signals are collected, the ensemble feature
extraction takes place. Here, the four extraction techni-
ques are utilized. The first set of features is obtained by
the temporal feature extraction process. The second set
is acquired through the DBN-RBM layer.
Simultaneously, the third feature is determined via
CNN, and the last set of deep features is attained by
using an autoencoder. Consequently, all of the resultant
features are fused to form a single feature set to
increase the classification rate. Due to a large amount
of data, there will be an occurrence of more redundant
data, and takes more training time. To facilitate this
problem, the PR-RSA is proposed for optimal feature
selection. Finally, these optimal features are fed as input
to the EBi-LSTM model, where the constraints such as
several suitable hidden neuron counts and epochs are
tuned optimally by the PR-RSA approach. Due to this
parameter optimization, it has the potential to reduce
the complexities in structure and time. The perform-
ance is estimated and compared over other developed
approaches. Therefore, the outcomes ensure that it
exhibits a higher classification performance.

4. Optimal feature selection using PR-RSA for
time series data classification in BCI

4.1. Proposed PR-RSA

The novel algorithm is developed by using the trad-
itional RSA to optimize the parameters to maximize

Figure 2. Architectural representation of suggested time series
data classification in BCI using the enhanced deep learning
method.
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the classification rate. Rather than other optimiza-
tions, the RSA mimics the natural mannerism of croc-
odiles to target the prey. Here, the reptiles as
‘crocodiles’ are taken for optimization. The advantage
of RSA (Abualigah et al. 2022) is increasing the con-
vergence rate, rectifying the local optima issue, and
performing in a gradient-free manner that tends to
perfectly identify the problems and overcome them.
Yet, it is not feasible for real-world data, not sup-
ported the multi-objective functionalities. In addition
to this, the usage of random values leads to reducing
the consistency and efficiency of the optimal value.
To facilitate such issues, the latest PR-RSA is pro-
moted by deriving the latest mathematical expression.
Hence, the following phases are explaining the pro-
posed optimization process.

Phase 1:- Initialization: Conversely, the RSA is
processed with two main search stages exploration
phase and the exploitation phase. The foremost step
is to initialize the population in terms of candidate
solutions and total iterations. Let us assume C the
total crocodile population, the dimensional size of the
population r, and also R the total candidate solutions.
The maximum iteration S is taken. The solution is
represented in the matrix format as given in Eq. (1).

C ¼
c1, 1 � � � c1, r
..
. . .

. ..
.

cR, 1 � � � cR, r

2
64

3
75 (1)

Here, ca, b signifies the bth position of ath the solu-
tion or crocodile. It is derived using Eq. (1).

ca, b ¼ rd � upB� lwBð Þ þ lwB (2)

The random value, upper and lower bound value is
declared by rd, upB, and lwB, accordingly.

Phase 2:- Encircling the prey: The exploration pro-
cess is accomplished by two ways of movement that
are ‘high walking and belly walking’. As the natural
disturbances, the crocodiles are not able to provide
the best value by the search space. Thus, it considers
the wide search area for encircling the prey. To make
the transition from the exploration to the exploitation
phase, the total iteration is categorized into four
conditions.

Therefore, the exploration phase is accomplished
by taking into the account first two criteria with the
aid of high and belly walking movement. The first
half of the process is done by high walking by the
condition of s � S

4 , whereas the second half is proc-
essed between s � 2 S

4 and s > S
4 : Therefore, the loca-

tion is upgraded in search space for encircling
behavior. It is equated by Eqs. (3) and (4).

ca, b sþ 1ð Þ ¼ BtbðsÞ � �ka, bðsÞ � a� Fa, bðsÞ � rd

when, s � S
4

(3)
ca, b sþ 1ð Þ ¼ BtbðsÞ � cr1, b � PRðsÞ � rd

when,
S
4
< s � 2

S
4

(4)

Here, is the bth position concerning s iteration.
The arbitrary value is taken among 0 and 1 that is
given in rd: Over the iteration, the best value is
obtained by BtbðsÞ, the term a uses to control the
accuracy level, which is fixed as 0.1 and rd as the ran-
dom value of [0, 1] (Al-Shourbaji et al. 2022). Also,
the arbitrary position of ath the solution is noted as
cr1, b, where r1 is the random parameter that lies
between 1 and R: In search space, the reducing func-
tion is declared by Fa, b, which is derived using Eq.
(5).

Fa, b ¼
BtbðsÞ � c r2, bð Þ
BtbðsÞ þ c

(5)

Here, the random value as r2 contains the range of
1 to R, and the small value is denoted by c: The
hunting operator ka, bðsÞ is estimated using Eq. (6).

ka, bðsÞ ¼ BtbðsÞ � Ga, b (6)

Here, the term Ga, b computes the percentage dif-
ference value among the best and current solution of
bth position. It is given in Eq. (7).

Ga, b ¼ gþ ca, b � A cað Þ
BtbðsÞ � upBb � lwBbð Þ þ c

(7)

The term, upper bound and lower bound of bth
position is indicated by upBb and lwBb, respectively.
Consequently, the average value is calculated for all
the solutions. It is denoted by AðcaÞ and expressed in
Eq. (8).

A cað Þ ¼ 1
R

XR
b¼1

ca, b (8)

As the novel BCI system uses time series or
sequential data, the baseline RSA cannot tackle the
discrete data values. In Eq. (4), the term PR annotates
the probability ratio. In the traditional update of RSA,
the arbitrary value is used. It is also degrading the
exploitation process by having a non-optimal value of
probability ratio. To overcome these flaws, a novel
PR-RSA is introduced, where the new formulation is
done for probability ratio with a fixed value of two
sensitive variables. Over the iteration, these parame-
ters are used to provide the best value as it relies on
both the exploration and exploitation phase. Thus,
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the new expression of PR-RSA is modeled by using
Eq. (9).

PRðsÞ ¼ 2� a�C�Sð Þ
.

2

� �
þ g

� �
� 1� s

S

� �� �
(9)

Here, the total population, maximum iteration, and
current iteration are represented by C, S, and s,
accordingly. The sensitive parameter as g that is set as
0.1, whereas the value a is given as 0.005. Finally, the
number ‘20 defines the correlation rate that is varied
from 2 to 0.

Phase 3:- Hunting the prey: As the name implies,
after encircling the prey, the crocodiles are in the pos-
ition to attack the prey finally. The rest of the two
predetermined criteria are used for the exploitation
phase. For hunting behavior, it employs ‘hunting
coordination and cooperation’. When the condition
as s � 3 S

4 and s > 2 S
4 , the hunting coordination is

performed, whereas the hunting cooperation is
accomplished between s � S and s > 3 S

4 : Therefore,
the position updating via the exploitation phase is
modeled by Eqs. (10) and (11).

ca, b sþ 1ð Þ ¼ BtbðsÞ � Ga, bðsÞ � rd

when, s � 3
S
4
and s > 2

S
4

(10)

ca, b sþ 1ð Þ ¼ BtbðsÞ � �ka, bðsÞ � c� Fa, bðsÞ � rd

when, s � S and s > 3
S
4

(11)

Finally, the exploration process is done only on the
condition as s > S

2 : On the other hand, the exploit-
ation phase is performed when the criteria as s > S

2 :

Therefore, the optimal outcome is obtained to tune
the parameters. The pseudo-code of offered PR-RSA
is elaborated as given below.

Algorithm 1: Novel PR-RSA

Assume C as total population and R as the candidate
solution
Set the parameters g and a
Consider the total count of iterations as S
Compute the probability ratio PR
Do while (s < S)

Evaluate the objective function
By Eq. (9), PR the value is determined
Do for(a ¼ 1 to R )
Do for(b ¼ 1 to r )
Estimate k, F and G by Eqs. (6), (5), and (7),
respectively
Do if (s � S

4)
By Eq. (3), the position is updated by high
walking

Else if (s � 2 S
4 and s > S

4)
Updating with belly walking in Eq. (4)

Else if (s � 3 S
4 and s > 2 S

4)
By Eq. (10), the position is updated with
hunting coordination

else
Using Eq. (11), the position is updated with
hunting cooperation

End do if
End do for

End do for
s ¼ sþ 1;

End do while
Obtain the finest value

The flow diagram illustration of the suggested algo-
rithm is given in Figure 3.

4.2. Feature extraction and concatenation

After the source signal is collected, it is undergone
feature extraction. The feature extraction procedure is
a significant step in a feature selection process. Here,
the four types of feature extraction processes are uti-
lized for extracting the features such as temporal fea-
tures, DBN-RBM features, CNN features, and
autoencoder features. In general, the temporal signals
hold a limited duration which is transformed into a
digital format. Here, the features are extracted directly
from the temporal sequence. Moreover, DBN-RBM
features are utilized to extract the features in an
effective manner, which makes the process easier way.
The Euclidean Distance is promoted to measure the
similarities between images. Accordingly, CNN fea-
tures provide astounding results which are utilized to
enhance the prediction performance. It is also termed
a feature extraction network where it automatically
extracts the features. Finally, the Autoencoder can be
used as a data preparation approach to perform fea-
ture extraction, which helps to train diverse expert
systems. By considering these four unique features in
the classification phase, enhanced and accurate results
can be obtained through this research work. Here the
most informative features are acquired through four
different extractive processes that are explained below.

Temporal features (Miao et al. 2017): The tem-
poral feature plays a pivotal role while considering
the signal as input. From the name itself, it mainly
extracts the time domain-related feature information
from the gathered input signals for analyzing brain
activities. As the signal is represented in time and fre-
quency nature, the temporal features are defined to
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retrieve the signal information regarding the time
metric. The signals are collected from electrodes, it
has appeared in time format as well. Therefore, the
input signal as Ez is given, where the time-related or
temporal features are extracted. It is represented
using FTemp

f :

DBN-RBM features (Cortez et al. 2020): DBN is
one kind of deep learning model for extracting the
features. This model is constructed with many sto-
chastic layers and unsupervised layers as RBMs, where
the RBM layers are placed one with another.
Conversely, the DBN is processed in two different
ways as unsupervised learning of every RBM layer
and training the entire network. The major function-
alities are done via the RBM layer, where the features
are also obtained. Here, the input as Ez given to find
the relevant features.

The RBM is commonly represented as the simple
network type. The hidden layer of the first RBM can
act as an input layer in succeeding RBM. It is mainly
dependent on the visible and hidden neuron units.

Assume, x and y as the visible and hidden neurons of
the raw signal as Ez to determine the features.
Furthermore, the weight z is taken as the weight
matrix that makes the connection between visible and
hidden neurons. Hence, the energy of joint configur-
ation is expressed using Eq. (12).

G x, yð Þ ¼ �
XX
p¼1

XY
q¼1

xpyqwpq �
XX
p¼1

ipxp �
XY
q¼1

jqyq

(12)

Here, the total count of visible and hidden neurons is
represented by X and Y , respectively. Also, the two bias
terms are indicated by i and j, correspondingly. The
expression of the log probability function in RBM is rep-
resented with a weight matrix. It is given in Eq. (13).

@ log rðxÞ
@wpq

1wpq ¼ l xpypf gdta � xpypf grcnst
� �

(13)

The term l refers to the learning rate and the
training data and reconstructed data is noted as
xpypf gdta and xpypf grcnst , accordingly. Further, rðxÞ

the term is used to compute the probability value for
visible units with the summation of hidden units.
Thus, it is shown in Eq. (14).

rðxÞ ¼ 1
F

X
y

e�G x, yð Þ (14)

Hence, the RBM features are obtained and it is
represented as FRBMf :

CNN features (Ieracitano et al. 2021): Rather than
other models, CNN is used generously to retrieve the
feature information for performing the classification
task. The CNN is composed of multiple layers as an
activation layer, pooling layer, and convolution layer,
which is followed by fully connected layers. The con-
volution layers are processed with a set of L filters,
where the convolution operation takes place with the
input map Ez as the size of e1 � e2: Further, the filter
size is mentioned by l1 � l2, which is to be performed
with weights and strides. Hence, the operation is also
mentioned with the feature maps containing the size
as m1 �m2: It is formulated using Eqs. (15) and (16).

m1 ¼ e1 � l1 þ 2� pp
t

þ 1 (15)

m2 ¼ e2 � l2 þ 2� pp
t

þ 1 (16)

In the above two equations, the padding parameter
is marked by pp: In addition to this, the Rectified
Linear Unit (ReLU) is deployed to attain good gener-
alization ability and training process. The pooling
layer is used to do the downsampling operation

Figure 3. Flow diagram of PR-RSA.
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concerning the preceding layer. After the activation
function, the output of the model is obtained by Eqs.
(17) and (18) in a reduced format.

o1 ¼ e1 ��l1
�t

þ 1 (17)

o2 ¼ e2 ��l2
�t

þ 1 (18)

Finally, the CNN ends the extraction process,
where the resultant feature is indicated as FCNNf :

Autoencoder features (Mirzaei and Ghasemi
2021): It is one variant of neural networks that are
processed with an encoder and decoder concept. It is
utilized to retrieve the informative features for per-
forming the classification job. The encoder and
decoder are the two main blocks to developing the
autoencoder network. In the first process, the encoder
aims to transform the high-dimensional features into
a less-dimensional feature representation. On the
second decoder, it is again converting into high
dimensional features and the input and output are
driving to learning the autoencoder. The mathemat-
ical model of the autoencoder is given as follows.

Like a neural network, it contains three main
regions as ‘input, hidden, and output’. The first block
is called an encoder, which combines all the latent
features of the input signal as Ez ends with a hidden
layer process. It is given in Eq. (19).

Ehl ¼ g I Ezð Þð Þ (19)

Here, the hidden layer is declared by Ehl: Further,
the expression of the decoder is represented in Eq.
(20).

Eot ¼ g I Ehlð Þð Þ (20)

To estimate the best value, the loss function can be
calculated between the input and output layer using
Eq. (21).

LF ¼ kEot � Ehlk2 (21)

Hence, the deep features are yielded and it is indi-
cated as FAE

f : With the achievement of four various
features, it is concatenated then to find the optimal
features. Thus, the concatenation is happened by the
annotation of FFg ¼ FTemp

f , FRBMf , FCNNf , FAEf

n o
: The

total numbers of features extracted from the above 4
kinds of methods are 71. It is used for the further
subsequent section as optimal feature selection.

4.3. Optimal feature selection

The fused feature FFg is taken as input in this section.
Conversely, feature selection is the process of

mitigating the total input variables while implement-
ing the model. Since this model fetches some note-
worthy features for classification, it contains the
limitation of dimensional issues. Owing to high
dimensionality, it impacts structural or computation
complexities; also it requires more training time and
performance degradation. To alleviate such problems,
it determines only the optimal features for the learn-
ing model. The selection of accurate features is useful
to evade the falsely retrieved features, thus it sustains
the true positive value. Therefore, the accurate fea-
tures are to be chosen by the PR-RSA, and the result-
ant features are indicated by FFopt

s , which is used for
the EBi-LSTM model. Figure 4 visualizes the optimal
feature selection using the PR-RSA method.

5. Implementing enhanced bidirectional LSTM
for intelligent time series data classification
model

5.1. Bi-LSTM framework

As the name implies, the Bi-LSTM (Alwasiti et al.
2020) is constructed with two LSTMs, where one
LSTM is used for forward propagation and the other
LSTM is aided for backward propagation. Since
LSTM consists of different gates such as ‘memory
cell, input gate forgets gate, and output gate’. The
foremost cell as a memory unit is used for storing
data over a long time manner. The rest of the gates
are doing their classifier process. Here, the optimal
features as FFopt

s is given as input. The numerical
model of Bi-LSTM is explored below.

The input as the optimal feature is processed via
the Bi-LSTM in three ways. Firstly, the sigmoid func-
tion is employed to select which kind of feature is
taken from the cell state. This process is done by for-
getting the gate. It is given in Eq. (22).

fgn ¼ r wfg � hln�1, FF
opt
n

� �þ bsfg
� 	

(22)

Once it is entered, the input layer is processed
with the tanh function that is to be updated in the
cell state. It is expressed using Eqs. (23) and (24).

ign ¼ r wig � ½hln�1, FF
opt
n � þ bsig


 �
(23)

CS0n ¼ tanh wcs � hln�1, FF
opt
n

� �þ bscs

 �

(24)

Further, the cell state is upgraded using Eq. (25).

CSn ¼ fgn � CSn�1 þ ign � CS0n (25)

Lastly, the outcome region of the model is proc-
essed with the sigmoid layer of cell state and tanh
functionalities. It is shown in Eqs. (26) and (27).
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ogn ¼ r wog � hln�1, FF
opt
n

� �þ bsog
� 	

(26)

hln ¼ ogn � tanh CSnð Þ (27)

From Eqs. (22–27), the utilized terms are denoted
as below

r and tanh¼ sigmoid and tangent activation function.
FFopt

n ¼ input as optimally selected features.
w and bs- weight and bias terms.
hln�1 ¼ previously hidden level.

With the help of these gate functionalities, the Bi-
LSTM performs both backward propagation and for-
ward propagation to render the classified results.
Thus, it is formulated using Eqs. (28) and (29).

hlfrn ¼ r wxy � FFopt
n þ wyy � hlfrn�1

� 	
(28)

hlbdn ¼ r wxy � FFopt
n þ wyy � hlbdnþ1

� 	
(29)

The weight between input and hidden is marked
by wxy as well as among the two hidden states as wyy:

Figure 4. Depiction of optimal feature selection using PR-RSA heuristic approach.
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Finally, the classified result is obtained from the out-
put layer that is expressed in Eq. (30).

Opn ¼ r hlfrn , hl
bd
n

� 	
(30)

Finally, the classified results are obtained through
the Bi-LSTM network, which is elucidated in Figure 5.

5.2. Enhanced Bi-LSTM framework for
classification

The traditional Bi-LSTM model contains beneficial
characteristics for increasing performance. Contrary
to other models, the Bi-LSTM avoids the gradient
vanishing problem, storing the data, requires minimal
features, and so on. On the other hand, it poses some
constraints to overcome as more processing time.
Since it contains more gates and relied on the previ-
ous state, it causes computational and time complex-
ity issues. It also paves the way for occurring
overfitting problems. To facilitate this issue, the hid-
den neuron count and epochs range are optimally
tuned by using an objective of PR-RSA in the EBi-
LSTM. This parameter optimization assists to increase
the classification accuracy.

Hence, the cost function of the novel Bi-LSTM is
illustrated in Eq. (31).

Obj ¼ argmax
: FFopts , EpBl,HnBLf g

AY½ � (31)

The term FFopt
s denotes the optimal features that

vary from 1 to 5. The epochs and hidden neuron
counts are indicated using EpBL and HnBL, respect-
ively. Here, the epoch count has the range of [50,

100] and the number of suitably hidden neuron
counts lies between 5 and 255. Further, the variable
AY signifies the term accuracy, which is ‘defined as
the state or quality of representing the appropriate or
precise value’. It is estimated via Eq. (32).

AY ¼ I þ J
I þ J þ K þ L

(32)

The true positive and false positive value is
denoted by I and K, as well as true negative and false
negative rate is indicated using J and L: Hence, the
schematic representation of the enhanced Bi-LSTM
model for classification is shown in Figure 6.

6. Discussion of results

6.1. Experimental setup

The offered classification framework was simulated in
the Python platform and its simulated outcomes were
executed. For our experimentation, the proposed
model has taken the 10 number of population, total
iteration as 25, and chromosome length as 7. Distinct
parameters such as ‘Accuracy, Sensitivity, Specificity,
Precision, Negative Predictive Value (NPV), F1Score
and Mathews Correlation Coefficient (MCC), False
Positive Rate (FPR), False Negative Rate (FNR) and
False Discovery Rate (FDR)’ were employed for ana-
lyzing the performance. Finally, the performance of
the novel method was compared with classical heuris-
tic algorithms such as (Grey Wolf Optimizer) GWO-
EBi-LSTM (Mirjalili et al. 2014), (Electric Fish
Optimization) EFO-EBi-LSTM (Yilmaz and Sen
2020), (Salp Swarm Optimization) SSA-EBi-LSTM

Figure 5. Diagrammatic illustration of the Bi-LSTM technique.
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(Mirjalili et al. 2017), and RSA-EBi-LSTM (Abualigah
et al. 2022). Similarly, the traditional classifiers like
SVM (Sharma et al. 2022), KNN (Zheng et al. 2016),
CNN (Sakhavi et al. 2018), LSTM (Zhou et al. 2018),
and Bi-LSTM (Alwasiti et al. 2020) are used for
comparison.

6.2. Evaluation parameters

Diverse metrics are considered for analyzing the
development level that is listed below.

Accuracy: It computes via Eq. (32).
Precision: It provides the closeness rate of time ser-

ies data.

Pn ¼ I
I þ K

(33)

FPR and FNR: ‘The false positive rate provides the
error rate, in which the results are obtained incor-
rectly presence of signals. On the second hand, the
false negative is used to determine the absence of
time series data incorrectly actually when the signal is
present’.

FPR ¼ K
K þ J

(34)

FNR ¼ L
Lþ I

(35)

Sensitivity and Specificity: Sensitivity is explained as
the ‘probability of actual positive test’ and specificity
is measured via the ‘probability of negative test’.

Sensitivity ¼ I
I þ L

(36)

Specificity ¼ J
J þ K

(37)

F1-Score: ‘It is defined as the harmonic mean value of
precision and recall’.

F1Score ¼ 2 � Pn � Re
Pnþ Re

(38)

FDR: ‘It is defined as the ratio between the false posi-
tive and total number of both true and false positive’.

FDR ¼ K
I þ K

(39)

NPV: “The negative predictive rate is measured by the
ratio of true negative to the total value of true and
false negative”.

NPV ¼ J
J þ L

(40)

MCC: It is computed by the ‘difference between the
classified value and actual value’.

Figure 6. Depiction of optimal feature selection using PR-RSA heuristic approach.
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MCC ¼ I � J � K � Lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I þ Kð Þ I þ Lð Þ J þ Kð Þ J þ Lð Þ

p (41)

6.3. Convergence analysis on the suggested
method

Figure 7 shows the evaluation of the convergence rate
of the offered classification model by differing the
iteration and compared with distinct algorithms.
From the graph analysis, if the number of iterations
increases then the convergence rate decreases. The
cost function of the designed PR-RSA-EBi-LSTM
method is varied according to the count of iterations.
At 15th iteration, the cost function of the offered PR-
RSA-EBi-LSTM method is attained as 0.5, 1, 0.5, and
0.7% elevated than GWO-EBi-LSTM, EFO-EBi-LSTM,
SSA-EBi-LSTM, and RSA-EBi-LSTM. The better con-
vergence rate is attained at the 15th, 20th, and 25th
iterations. Hence, the lower cost function value assists
to increase the convergence rate. Thus, the model
proves its efficiency for classification.

6.4. k-fold analysis of the suggested method

In this section, Figure 8 demonstrates the k-fold ana-
lysis of the suggested classification method and com-
pared it with distinct heuristic algorithms. From
Figure 8(h), the precision value of the offered method
is attained as 8.9% elevated than GWO-EBi-LSTM,
7% progressed than EFO-EBi-LSTM, 4% elevated than
SSA-EBi-LSTM, 2.3 and 1.4% better than RSA-EBi-
LSTM when the k-fold level is 2. Simultaneously, the
k-fold analysis of the work is compared with trad-
itional classifiers as shown in Figure 9. The FDR

analysis is represented in Figure 9(h). The FDR value
for offered model is attained as 3.5% lesser than
SVM, 3.7% lesser than KNN, 3% lesser than CNN,
1.7%, and 1.4% lesser than LSTM and Bi-LSTM,
accordingly when the k-fold level is 1. Hence, the
high true and low false value tends to improve the
classification results.

6.5. Validation of the suggested method

Estimation of the recommended model over classical
algorithms and classifiers is elucidated in Figures 10
and 11. Figure 10(h) depicts the precision analysis for
proposed techniques. At the 55th learning percentage,
the precision value is acquired as 14.4% of GWO-
EBi-LSTM, 18.3% of EFO-EBi-LSTM, 10% of SSA-
EBi-LSTM, and 7.2% of RSA-EBi-LSTM, correspond-
ingly that is lesser than proposed PR-RSA-EBi-LSTM.
Similarly, Figure 11(i) explains the evaluation of the
sensitivity of the offered method. At the 65th learning
percentage, the sensitivity value is yielded as 8.6% of
SVM, 6.45% of KNN, 5.37% of CNN, 4.3%, and
2.15% of LSTM and Bi-LSTM is less value than PR-
RSA-EBi-LSTM. Thus, the extensive results declare
that the proposed classification model enhances its
accuracy level.

6.6. Validation of suggested method over
traditional optimizations

Table 2 evaluates the value for the proposed work by
varying the learning percentage and k-folds. While
taking the learning percentage, the MCC value of pro-
posed PR-RSA-EBi-LSTM is acquired as 12.7% more
than GWO-EBi-LSTM, 13.6% more than EFO-EBi-
LSTM, 7.7% more than SSA-EBi-LSTM and 8.84% of
RSA-EBi-LSTM, accordingly. From the table results,
the proposed work ensures to the achievement of a
better-classified outcome.

6.7. Validation of the offered method over
traditional classifiers

The overall evaluation for the proposed work is
explored in Table 3 compared with distinct classifiers
using learning percentages and k-folds. While taking
the k-fold, the low false rate is obtained by PR-RSA-
EBi-LSTM that is compared with 3.5, 3.6, 3, 1.7, and
1.2% higher than SVM, KNN, CNN, LSTM, and Bi-
LSTM. Thus, the extensive results indicate the efficacy
of the classification work.

Figure 7. Convergence analysis of proposed time series data
classification using EEG signal compared over different
algorithms.
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Figure 8. Evaluation of k-fold for the recommended time series data classification using EEG signal regarding (a) Accuracy, (b) F1-
score, (c) FDR, (d) FNR, (e) FPR, (f) MCC, (g) NPV, (h) Precision, (i) Sensitivity, and (j) Specificity.
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Figure 9. Evaluation of k-fold for the recommended time series data classification using EEG signal regarding (a) Accuracy, (b) F1-
score, (c) FDR, (d) FNR, (e) FPR, (f) MCC, (g) NPV, (h) Precision, (i) Sensitivity, and (j) Specificity.
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Figure 10. Performance analysis of recommended time series data classification using EEG signal regarding (a) Accuracy, (b) F1-
score, (c) FDR, (d) FNR, (e) FPR, (f) MCC, (g) NPV, (h) Precision, (i) Sensitivity and (j) Specificity.
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Figure 11. Evaluation of the recommended time series data classification using EEG signal regarding (a) Accuracy, (b) F1-score, (c)
FDR, (d) FNR, (e) FPR, (f) MCC, (g) NPV, (h) Precision, (i) Sensitivity and (j) Specificity.
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6.8. Statistical validation of the proposed
approach

The statistical evaluation of the proposed approach is
shown in Table 4. The evaluation is done with five
factors ‘best, worst, median, mean, and standard devi-
ation’. The mean is the average value of the best and
worst values and the median is referred to as the cen-
ter point of the best and worst values whereas the
standard deviation is represented as the ‘degree of
deviation between each execution’. Thus, the statistical
value aids to improve the better performance.

6.9. Comparison of the proposed method for
feature optimization with ensemble feature
extraction

The comparison of the proposed time series data clas-
sification model for feature optimization with ensem-
ble feature extraction is shown in Figure 12.

7. Conclusion and future work

This paper has explored the novel data classification
model using an enhanced deep learning method with
heuristic development. At first, the necessary signal

was to be collected from publicly available sources.
Further, it was given into the ensemble feature extrac-
tion, where the four different features were retrieved
via temporal features, DBN-RBM layer features, CNN
features, and autoencoder features, respectively.
Consequently, these resultant features were fused
altogether to form one feature set. To achieve optimal
results, the novel PR-RSA was developed to choose
only the optimal features. It was then fed into the
final EBi-LSTM classification model, where the counts
of hidden neurons and epochs were tuned optimally
with the help of the PR-RSA approach. The efficiency
was computed with diverse metrics, which were then
compared over former approaches. Hence, the accur-
acy value of offered method was attained as elevated
than 8.42% of SVM, 6.4% of KNN, 5.73% of CNN,
4.43% of LSTM, and 3.14% of Bi-LSTM, respectively,
by differing the learning percentage. Therefore, the
empirical outcome has exhibited a higher classifica-
tion performance. Yet, the limitation of the work is
facing time complexity issues. To further improve the
results, it recommends using other signal formats and
hybrid intelligence optimization algorithms that direct
to future development.
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